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Detecting sensor faults using the CUSUM
method and a soft sensor for the return
activated sludge flow at Henriksdal WWTP
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Abstract

A soft sensor based on three different models for estimating the return activated sludge
(RAS) flow rate at Henriksdal wastewater treatment plant, Stockholm, Sweden, was used
together with the CUSUM algorithm to detect sensor faults. A fault generation model
was implemented to simulate three types of faults: drift, shift, and complete failure, in
five different sensors. The CUSUM algorithm was used to detect faults by comparing the
three soft sensor model outputs to a decided reference flow rate. All types of faults were
detected in all sensors, but with different detection delays. When using a reference flow
independent of the model outputs, the work presented her could be extended to not only
detect the faults, but to determine which sensor is faulty as well. Using a references flow
that is dependent on the model outputs lowers the detection delay but makes it difficult to
isolate the faults.



1 Introduction

The Henriksdal wastewater treatment plant (WWTP) in Stockholm, Sweden, is currently
undergoing a large rebuild to face future challenges as the city grows and the requirements
on the effluent becomes stricter. Once finalized, the plant will have a membrane bioreac-
tor (MBR) process with pre and post denitrification. The number of people connected to
Henriksdal WWTP is estimated to be 1 621 000 people by 2040 (Stockholm Vatten och
Avfall, [2017).

The MBR process is similar to the more conventional activated sludge process (ASP)
but the solids in the water exiting the post denitrification basin are removed from the
effluent by filtration in aerated membranes instead of a traditional settling tank (Figure
[I). The majority of the sludge is recirculated as return activated sludge (RAS) that is
pumped, with a lift height of approximately 1 m, back to a deoxidation zone. The excess
sludge, or waste activated sludge (WAS), is thickened and digested to produce biogas.
The membranes reduce suspended solids effectively and can achieve very low levels of
suspended solids in the effluent (Hammer and Hammer, 2014).
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Figure 1. A schematic overview of the treatment process at Henriksdal WWTP.

The sludge concentration in the aerated zone should be kept stable and constant as an
average over time, which is controlled by the excess sludge flow rate )y 4s. The par-
titioning of sludge between the membrane tank and the bioreactor is controlled by the
return flow rate, Qg 45. Due to physical constraints at the treatment plant it is not possible
to measure () 45 Which makes it difficult to supervise the process, control the pumps and
in the extension also the treatment process. The RAS flow is currently estimated based on
the pump frequency — an estimate that is only valid as long as no disturbances are present
in the pumps, and that does not account for the water level in the pump tank. The flow is
per default controlled to be proportional to the incoming flow rate, J;, with a factor 4.

The MBR process is one of the most energy demanding parts of the treatment plant. The
high demand mostly stems from the aeration of the membranes but the RAS pumps that
pump the RAS flow back to the aeration also have a big contribution. The treatment
process will be split in seven lines, each with eight RAS pumps, adding up to a total of



56 RAS pumps. Better knowledge of the RAS flow may help in controlling the process,
which in turn can optimize the control of the pumps and thereby lower the energy demand.

1.1 Estimation of the return activated sludge flow rate

A soft sensor that make use of three different models of the RAS flow rate, derived from
(1) a static mass balance over the membrane tank, (2) the empirical relation between
water level and flow rate over rectangular weirs, and (3) a pump model (an extension of
the estimate currently used at the real plant), was recently developed. The models are
presented in more detail below.

1.1.1 Static mass balance over the membrane tank

The static mass balance model was derived from a mass balance over the membrane re-
actor (Figure 2). The full mass balance at steady-state is given by Equation (1)

QtotS Spio = QrASSSRAS + QoutS Sout + QwasSSras (1)

where ();,; is the total flow rate coming in to the membrane reactor, SSy;, is the sus-
pended solids concentration in the bioreactor, ()ras is the RAS flow rate, SSrag is the
suspended solids concentration of the RAS, @), is the effluent flow rate, SS,,; is the
suspended solids concentration in the effluent, and Qy 45 is the WAS flow rate. Under
the assumption that SS,,; = 0 mg/l and Qw45 = 0 m®/s, Qras, can be estimated as:

QRA,S’ _ QbioSSbio
SSras — SShio (2)

where Qy0, SSras and S.Sy;, are measured on-line as shown in Figure

Figure 2. A schematic overview of the sensors’ location in Henriksdal WWTP.



1.1.2 Flow modelling over the weir

The total flow exits the bioreactor over a rectangular weir and can be estimated from
Poleni’s equation (Persson et al., [2014) as

_ 20Lr\/2g (hyio — href)3/2
tot 3 (3)

where

Qtot = Qras + Qbio, 4)

1 1s an empirical coefficient that accounts for friction losses, L is the length of the weir, g
is the gravitational constant, /i, is the water level in the bioreactor and 5, is the height
to the crest of the weir. hy;, is measured on-line (Figure , the remaining parameters are
known. p is given by

h 0 hre
= 0.602 + 0.075—22——re/ (5)
href
or on average, 1 = 0.65. Combining Equations (4) and (3 gives Qras:
Opas = HEV29 (hoio — hres)™ Oy
RAS 3 bio (6)

1.1.3 Pump model

Lastly, a pump model first developed by Saagi et al. (2016) and later revised to fit the RAS
pumps at Henriksdal by Blomstrand and Jemander (2017) was used to estimate the RAS
flow rate based on the water level in the pump tank, hrag, (Figure [2) and the frequency
the pumps currently operate at. The pump model consist of a polynomial estimated from
two separate operational points in the system and pump curves of the pump. The pump
curve describes the flow at different pressure heads/lift heights, whereas the system curve
describes the system the pump is located in. The system curve accounts for a static pres-
sure and the friction losses at different pump flow rates. The operational point is where
the two curves intersect. The pump model is based on these two curves (Figure [3). The
static pressure will vary with the water level in the tank in which the RAS pumps are
installed. Therefore, the model accounts for hg4s. A system curve was first developed
by fitting a polynomial to data from the pump supplier:

H=108%10""Q*+r (7)

where H is the static pressure, () is the pump flow rate, and r is a correction factor that
was added to account for the varying water level. The pump curve was assumed to be
linear around the operational point and the intercept with the system curve. The affinity
laws;
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Py n ’

P (—) (10
where () is the flow, n is the number of rounds (easily translated to frequency), H is the
total pressure head, and P is the power demand, was used to approximate the pump curves
at different frequencies. Combining Equation (7)) with the pump curves yields in a second
order equation that was solved to estimate the RAS flow rate at different frequencies
and static pressure (Figure [3). To change the flow rate, the operational point has to be
moved which can either be done by changing the frequency or to change the static head
or frictional head loss (Karassik et al., 2007).
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Figure 3. An illustration of system curves at different water levels (static pressure) and
pump curves at different frequencies.

1.1.4 Soft sensor

The three models described above, and the median of the output from them (Q,,cdian)
were used as a soft sensor. There was no known true RAS flow rate to calibrate the
models. Instead, they were partly evaluated by adding white noise to the input signals
hios Qbios SShios SSrAs and hrag, one at a time. The white noise was chosen with mean
zero and standard deviations to match historic data from Henriksdal WWTP (Table [I).
The output from the models were compared to the output when no disturbances were
added. The statistics are shown in Table 2| The local sensitivity analysis showed that
the weir model has the highest standard deviation compared to its mean (46%) which
indicates that it is most sensitive to disturbances. The pump model has very low standard
deviation which indicates that it is least sensitive. However, a global sensitivity analysis
should be performed to understand the full effect of uncertainties in the models and their
inputs.



Table 1. Summary of historic data from Henriksdal WWTP.

Signal Mean Standard deviation Standard deviation / Mean
Qbio 0.82 m?/s 0.18 m?/s 22%
hpio 1.0m 0.030 m 3%
SSyo 5768 g/m? 419 g/m? 7%
SSgras 8013 g/m? 604 g/m? 8%
hras 1.2m 0.18 m 15%

Table 2. The standard deviation (in m3/s and percentage of the average flow) of the
difference between a noise free flow estimate and one with white noise added to all input
signals according to Table

Flow model Standard deviation Std. dev. / average flow
Static mass balance (Qsy/B) 0.88 m?3/s 23%

Weir (Queir) 1.7 m3/s 46%

Pump (Qpumyp) 0.012 m?/s 0.33%

Median (Qedian) 0.045 m3/s 19%

1.2 Objective

The objective of this study was to evaluate if it is possible to use the different models of
(Qras as abasis for fault detection. Two cases were considered where it was assumed that:

Case 1: the pump model gives the true RAS flow rate, and
Case 2: the median of the three model outputs gives the true flow rate.

The reference flow rate in Case 1 is independent of the other flow rate estimates, whereas
in Case 2, the reference flow rate is dependent of all three model outputs. By analysing
the residuals of the RAS flow rate estimates it should in theory be possible to detect when
any of the estimates deviates from the assumed true flow rate, and from this detect faults
in the partaking sensors. The study was done with simulated data from a process model
of Henriksdal WWTP, based on the Benchmark Simulation Models (BSM).

2 Fault detection

Wastewater treatment plants are, broadly speaking, controlled to operate in a certain way
to achieve a predetermined goal. The control of the treatment processes relies on on-line
measurements, complimented by lab analyses. Irregularities in the WWTP and the pro-
cess data can either come from the process itself due to disturbances, fluctuations or a
slow change of state; the mechanical equipment like pumps or valves; or sensor faults.
The sensors have a certain accuracy and uncertainty that influence the data, but can also
be prone to an array of faults: drift, bias, malfunction, incorrect scaling, amongst others



(Newhart et al., 2019; Samuelsson, 2021). Fault detection may help to improve the data
quality which in turn will improve the overall process control. It can also be used for
planning maintenance of mechanical equipment or re-calibration of sensors.

A good fault detector should have few false alarms and a short detection delay. The
fault detector should be designed so that it is insensitive to noise in the data, while at the
same time it should give the alarm when the fault happens. There must therefore be a
trade-off between the rapidness and the accuracy of the fault detector. A trade-off be-
tween the complexity and the efficiency of the fault detection method must be consider as
well (Basseville, [1985). Advances in computer science and computational capacity have
opened doors for more complex models without compromising the efficiency. In recent
years, more advanced methods such as neural networks, deep learning, or reinforcement
learning, have all been implemented for fault detection in various fields (see e.g. |[Zhang
et al., 2018; Newhart et al., 2019; Mandipoor et al., 2020). However, the focus in this
study is not to develop or test new techniques for fault detection but rather on determining
whether it is possible or not to detect faults in the sensors by using multiple RAS rate flow
estimates. Therefore, a simple method described in the following chapter was used as a
start. Other methods could be tested later if the approach seems feasible.

2.1 The CUSUM algorithm

A simple yet effective method to detect changes in the mean of a variable is the CUSUM
algorithm (Spindler and Vanrolleghem, 2012). It was first introduced by Page (1954) and
uses a log-likelihood ratio to answer if a data point belongs to a certain distribution, or if it
does not. If it does not belong to the predefined distribution, the results are interpreted as
a change or fault has occurred. For the application at hand, this can be done by comparing
the calculated flows to a reference flow rate (the decided ’true’ flow rate). The residuals
(¢) are assumed to be normally distributed with mean 1y and variance o2 when no faults
occur, i.e.

€:Qref_QmNN(/JJO7Ug> (11)
N, 08) = ——¢ 3 () (12)

ooV 21

where Q,ef 1S Qpump OF Qmedian for Case 1 and Case 2 respectively, and m = {"weir’,
’SMB’, ’DMB’,’pump’}. Ideally, the four RAS flow rate models should give the same
output, and thus, 1 should be zero when no faults occur. However, there is a small offset
between the models and therefore 1y was calculated.

The comparison relies on the probability, or likelihood py,, that observation ¢; belongs to
the distribution N (119, 02)

) Ve 13



and the likelihood py, that it does not (i.e. a change has occurred)

1 7(61'*;31)2
e i =1-py,
oV 2T (14)

Do, (61) ~

where 11y and o are the mean and standard deviation of the data before the change, and
i1 and oy are the mean and standard deviation of the data after the change. The log-
likelihood ratio is calculated and summed up cumulatively

Si=>"In p"l(ef). (15)

The detection rule is defined to compare the log-likelihood ratio and its current minimum
value to a defined threshold £ in the following manner:

gk:Sk— mjn SJZh
1<j<k (16)

The stopping (or alarm) time is

tstop = min{k : S > 1I§ng1£k S;+h}. an
The threshold is in one way adaptive, as it keeps and consider all past observations. The
CUSUM algorithm as presented above is designed to detect one-sided changes (Basseville
and Nikiforov, 1993). As the problem at hand is to detect both increases and decreases in
the mean, a two-sided CUSUM algorithm that combines an upper and a lower threshold
must be used. Like the one-sided CUSUM algorithm, this method is defined by a stopping
time sy

tsiop = min{k : g > hUg, < —h} (18)

and a detection rule (g; and g ), in this case defined as

v
9;292_14'%—#0—5
_ _ v
9 = 941 T € — o+ 5 (19)

where ¢, is the residual at time step k

€ = Q’ref(k) - Qm(k) (20)

o 1s the mean before the change, and v is a predefined parameter that decides the mag-
nitude of the faults to be detected. @Q,cf 1S Qpump OF Qmedian for Case 1 and Case 2
respectively, and m = {"weir’, ’'SMB’, 'DMB’,pump’}. The detection rule is thus de-
fined so to detect changes where the mean after a change is either pj > o + v/2 or
py < po—wv/2. If the magnitude of the change is known, v is chosen accordingly. By set-
ting the parameter very low, changes of small magnitudes will be detected but this gives
many false alarms. The threshold i should be chosen to minimize the amount of false
alarms while still having a short detection time.



3 Detecting sensor faults by analysing the RAS flow rate

One problem with fault detection is that we often do not know if and when faults such as
slow drifts and small shifts have occurred by only analysing the data. Abrupt changes like
a complete failure are relatively easy to detect both by using fault detection methods, but
also based only on experience and knowledge of the process. In this study, the CUSUM
algorithm will be applied to a simulated data set from a controlled environment, where all
faults either are known or can be back-traced. This was done by implementing the fault
generation model presented in next chapter. Chapter 3.2 describes how the fault detection
method was implemented and evaluated.

3.1 Sensor fault generation

In wastewater modelling, traditionally ideal sensors have been used. Rieger et al. (2003)
characterized sensors and classified them depending on their response time and measur-
ing interval. They suggested sensor models that account for response time, noise, drift,
and calibration and cleaning intervals. Alex et al. (2003) followed up evaluating how the
sensor characteristics and behaviour impact the control result and concluded that sensor
models are important to achieve more realistic results. Rosén et al. (2008) suggested a
statistical framework to account for seven different types of faults that occur in sensors in
WWTPs. Its foundation lies in a Markov chain that describes the different possibilities of
a sensor to be in a specific state.

To some extent, all sensors are subject to failure, but the type of failure, how often it
happens and how long it takes to repair or replace a faulty sensor differs between WWTPs.
The states of which the sensor can enter can be classified in seven categories (Rosén et al.,
2008)):

 Fully functional - no faults

* Drift - the sensor starts drifting with an increased offset (positive or negative) from
the true value

* Shift - the sensor has a constant bias

* Fixed value - the sensor gives a constant value

» Complete failure - the sensor stops working

* Wrong gain - the sensor is badly calibrated outside a certain concentration interval
 Calibration - the faulty sensor is taken out of operation to be calibrated

A Markov chain consist of states between which the system can go based on defined
probabilities. The Markov chain has no memory, i.e. the history of the system is stored
in the present state. The faults are represented by a state that the sensor can be in and
go between (Figure 4). By assigning different probabilities for the system to go between
the states, more realistic simulated sensor data can be retrieved from the WWTP model
(Rosén et al., 2008]).
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Figure 4. Markov chain for the sensor with the seven states: (1) Fully functional, (2) Drift,
(3) Shift, (4) Fixed value, (5) Complete failure, (6) Wrong gain, and (7) Calibration. The
figure is adapted from Rosén et al. (2008)).

The sensors of interest in this application are flow meters, level indicators, and suspended
solids sensors which are all type A sensors according to Rieger et al. (2003). The fault
generation model was added to a MBR model of Henriksdal WWTP (based on the Bench-
mark Simulation Model no. 2 (BSM2) and its underlying models with minor modifica-
tions). The input to the model included a probability matrix with the probabilities to go
between states in the Markov chain, and a fault vector to match the Simulink model (Ta-
ble [3). In addition to the faults in Table [3| white noise was added so that the signal had
realistic disturbances even when fully functional.

Out of the seven states (Table[3), five were considered in this study: fully functional, drift,
shift, complete failure, and calibration. The parameters in Table |3} the probabilities in the
probability matrix, as well as the variance of the white noise were chosen individually for
each sensor type to mimic their real life behaviour (Table [4]).



Table 3. States, fault vectors and parameters.

States Fault vector Parameters
Fully functional 1 01 OJ -

Excessive drift 1 (t—to)fr O O} t = current time

to = start of drift event
fr = drift rate

Shift 1 f 1 0] f, = magnitude of shift bias
Complete failure |0 0 0 O -
Calibration 00 0O -

Table 4. Variance of white noise and parameters in the fault vectors for each of the
Sensors.

Sensor Variance of white noise Drift rate, /. Shift magnitude f,

Qbio 0.032 m?/s 0.064 0.16
Rio 0.00091 m 0.0018 0.0046
SShio 0.018 kg/m? 0.036 0.09
SSRras 0.036 kg/m® 0.072 0.18
hras 0.032 m 0.064 0.16

The different fault types were simulated one at a time for each sensor. Figure |5|illustrates
how the sensors behave at each fault failures. Note that the complete failure and the
calibration will give the same effect on the output of the sensor. To examine how the
different flow estimates responded to each type of fault, one sensor with one fault type
was evaluated at a time. This was done prior to the implementation of the fault detection
algorithm to get a first indication on whether or not it would be possible to differentiate
between the fault and sensors types. A brief summary of the results and some conclusions
are presented in the following sections.
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Figure 5. An illustration of different types of faults.

3.1.1 Level indicators

All sensor faults in the level indicator in the bioreactor impacts () Which is not sur-
prising as it is the basis of the calculation. The drift and shift events, which in both cases
resulted in an overestimated water level, led to and overestimation of the flow. The com-
plete failure event caused an underestimation of the flow, meaning that there is a direct
relation between the water level and the flow rate.
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Figure 6. The water level and the sensor signal for different types of faults.

The static mass balance model is independent of the level over the weir and was therefore
not affected at all. The pump model was not affected by faults in hy;,. It was however

11



affected by adding faults in the level indicator in the RAS tank (hg45). This measurement
is only used in the pump model and there for it was the only estimate that was affected.

3.1.2 Flow meter

Faults in the flow meter in to the bioreactor (()y;,) affect both the mass balance model and
the weir model. The mass balance have a direct relation to faults in the flow meter, mean-
ing that an increase in the flow rate also leads to an increase in the RAS flow rate estimate.
It was the opposite for ()i, Where an increase in the flow rate causes a decrease in the
estimated flow rate, yet the effect was rather small. The pump model was unaffected as it
do not account for the incoming flow rate to the bioreactor.

Drift Shift Complete failure
3 3 3
Incoming flow Incoming flow Incoming flow
25 Sensor signal 25 Sensor signal 25 Sensor signal

N
N
N

-

Flow rate (m3/s)
&

Flow rate (m3/s)
&

\ Wﬁi ”ﬂw
‘Jw\ﬂ% i M&w

V

o
w
Flow rate (m3/s)
- @

0.5

o
3]

N“VMMﬂfﬂﬁ%W

o
o

12
- . ’_\10
2 . UM I 2 o Il
: : I,’MH!‘.‘['I'&’.‘I‘ Hl\lﬁ'lﬂl‘.htﬂl s, (et M,I"L g
o r | !I‘ U 'IN' "U “:!l"| r | ¥
] | 2
0 2 4 6 00 2 4 6
Time (d) Time (d) Time (d)

Figure 7. The incoming flow rate and the sensor signal for different types of faults.

3.1.3 Suspended solids

The faults in the suspended solids sensors (55, and SSgas) affect only the mass balance
model. The faults in the SSj;, sensor has a direct relation to the flow rate estimate,
whereas the SSrag sensor has a reversed relation, meaning that an increase in the SSgrag
concentration causes a decrease in the RAS flow rate. Looking at the S.Sy;, sensor, the
drift event has a big impact on the flow rate estimate. The increased S.S;, causes a rapid
increase in the flow rate. The shift event is not as obvious but still noticeable (Figure [3)).
The faults in the S Sk ag sensor are not as prominent in the flow rate estimates as the faults
in the S'Sy;, sensor, yet still visually detectable (Figure[9). Faults in the suspended solids
sensors do not affect the weir or pump model output.
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3.1.4 Preliminary conclusions from fault generator integration

Based on the results from the initial test it can be concluded that it, theoretically, will be
possible to not only detect the faults but also isolate the faults (Table . A fault in Qp;,
will affect all flow rate estimates except the pump model. Faults in the suspended solids
sensors will only affect the mass balance model. Faults in the level indicators (hy;, or
hras) will only affect Qeir OF Qpump-

Table 5. The different models and what sensors they are affected by. (-) indicates a
reversed relation, i.e. if the input increases, the output decreases. (+) indicates a direct
relation, i.e. if the input increases, so does the output.

Model Sensor Qvio hio SShio | SSrAs | hpas
Queir ) (+)

Qsmp (+) (+) )

Qpump (+)

The two cases proposed assumes that either the pump model or the median of the four
calculations is the true RAS flow. These cases seems like a good starting point based on
the initial investigations.

3.2 Fault detection

The CUSUM control chart exists as a built-in function in Matlab (see MathWorks) but
was implemented by hand to gain more insight and control of the results. Three different
sets of simulated data were used:

1. the output of the four RAS flow rate models with disturbances added to all input
signals,

2. the output of the four RAS flow rate models with disturbances added to all input
signals and known faults (time, magnitude, type) added to one input signal/sensor
at a time, and

3. the output of the four RAS flow rate models with disturbances added to all input
signals and unknown faults (time, magnitude, type) added to one or several input
signals.

Two cases were investigated, where it was assumed that (1) the pump model gives the
true RAS flow rate, and (2) the median of the four calculations gives the true flow rate.
Based on the conclusions drawn in Chapter 3.1.4 it should be possible to not only detect
the faults, but by analyzing the flows and the detection functions also determine which
sensor is faulty.
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3.2.1 Case 1: Qrss from pump model

In the first case, the pump model output was used as the reference flow rate. The calculated
flow rates from the mass balance and the weir model were compared to the reference flow
rate. Initially the residuals when only white noise was added were analyzed to define
thresholds A and detection limits v for each flow rate estimate. The distributions of the
residuals are slightly skewed, but were assumed to be normally distributed (Figure [10)).

Q -Q . Q -Q
um weir um SMB
250 pume 250 pume
o 200 iy o 200
c A c
iel iel
= 150 = 150
c c
$ 100 3 100
0 0
O O
50 50 [
0 0 “l
-7-6-5-4-3-2-101234567 -7-6-5-4-3-2-101234567
n standard deviations n standard deviations

Figure 10. Histogram of the residuals of the two flow rate estimates () .;- and Qg5 in
relation to @ pymyp-

Thresholds were decided so that all normal’ operating conditions (only white noise)
would fall within the thresholds (Figure [I0). v was chosen as 20 so to detect changes
that deviate from the mean by one standard deviation (Table [6).

Table 6. Mean and standard deviation of the residuals, with decided thresholds and mag-
nitude of change.

Flow Residuals Threshold Magnitude
140 00 h v

Queir -0.0630  1.73  £700 yeir 200 weir

Qsmp -0.0981 0.884 +T700smp  200smB

Simulations where known faults were introduced to each sensor at a time was run. As
an example, results from detecting a drift in the hy;, sensor (Figure is shown but the
method was applied to all sensors and all faults. Figure |12|shows the detection function
gr. and the threshold & for each method. A fault is detected when g, < —h (or g;f > h) —
in this case at t,, = 12.9d
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Figure 11. Water level and sensor signal, as well as the residuals, with the start (¢y) and

alarm time () of the drift event marked.

The start time of the fault event, ¢, = 1 day for all types of faults. The algorithm was
tested to one fault and sensor at a time and ¢, was noted. The results are presented
as the detection delay At = t,,, — to (Table . The shortest delays were recorded for
the complete failures in all sensors. Except that, the shift event in the SSras sensor was
fastest to detect. The delay time was very long for the drift events in the hy;, and hrag
sensors. No false alarms were recorded.

Table 7. The detection delay time At = ¢4, — o for each fault type and sensor.

Drift Shift Complete failure
Sensor | At Detected from | At Detected from | At Detected from
Rbio 11.2 Weir 2.92 Weir 0.09 Weir
Qbio 1.22 Mass balance | 0.11 Mass balance | 0.08 Weir
S Shio 1.22 Mass balance | 0.13 Mass balance | 0.03 Mass balance
SSras | 5.83 Mass balance | 0.10 Mass balance | 0.02 Mass balance
hras 19.4 Mass balance | 4.39 Mass balance | 0.34 Mass balance
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The y-axes are scaled based on each methods residuals standard deviation.

A simulation with unknown fault events (type and number of faults) at unknown times
was run. The faults were generated randomly in line with the theory presented in Chapter
3.1. The algorithm detected a fault from the mass balances at ¢, = 6.15 d (Figure .
After examining the data, it was concluded that the fault event started at ¢y = 4.40 d and
that it was a drift in the S5, sensor. The peak in g,j for the static and dynamic mass
balance model are explained by an abrupt change in the estimates, due to a complete

failure of the SS;, sensor. No other faults were detected.
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Figure 13. The detection function for the three different flow estimates. A fault in the
S Sy, sensor can be seen at t = 6.15 d. The y-axes are scaled based on each methods
residuals standard deviation.

3.2.2 Case 2: (Qras from median

In Case 2, the median of the three model outputs was used as the reference flow rate. The
calculated flow rates from the mass balance model, the weir, and the pump model were
compared to the median. The residuals when only white noise was added were analysed
to define thresholds A and detection limits v for each flow rate estimate. The distributions
of some of the residuals were slightly skewed but all were assumed to be normally dis-

tributed (Figure [14)).
Thresholds were decided so that all 'normal’ operating conditions (only white noise)

would fall within the thresholds (Figure [14). v was chosen as 20 so to detect changes
that deviate from the mean by one standard deviation (Table 8.
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Table 8. Mean and standard deviation of the residuals, with decided thresholds and mag-

nitude of change.

Residuals Threshold
Mo 0o h (Y

-0.0334 122 +600weir  200,weir
-0.0490 0.482 =£100¢smp 200smB
-0.0554  0.505  £700pump 200 pump

Flow
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QSM B
qump
QRAs'Qweir
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c
£ 300
©
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Figure 14. Histogram of the residuals of the three flow rate estimates ()i, Qsrr5, and
(QQpump 1n relation to the median flow rate Qpas.

Simulations where known faults were added to each sensor at a time was run. As an
example, results from detecting a shift in the (y;, sensor is shown (Figure but the
method was applied to all sensors and all fault types. The value of the detection function
(g and g; ) is shown in Figure The fault in the (Qy;, sensor is detected at t = 1.11 d.
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Figure 16. The detection function g, with thresholds A shown for the three flow rate
estimates. The fault is detected when the detection functions are less than —#, or exceeds
h. The y-axes are scaled based on each methods residuals standard deviation.

The algorithm was tested to one fault and sensor at a time and the detection delay was
calculated, with ¢, = 1 day (Table[7)). The fastest responses was to detect complete failures
in all sensors. Apart from that, the algorithm was quite fast to detect shifts in all sensors,
especially Qi SShio and SSgas. Faults in hpag were detected, but the threshold only
was exceeded temporarily.



Table 9. The detection delay time At = t,, — to for each fault type and sensor. The
thresholds were only temporarily exceeded when it comes to the drift and shift in the
hras sensor, which is why the numbers are in brackets.

Drift Shift Complete failure
Sensor At Detected from At Detected from At Detected from
hpio 4.48 Weir 2.72 Weir 0.0279 Weir
Qvio 2.13 Mass balance 0.111 Mass balance 0.0383  Weir + Mass bal.
S'Shio 1.22 Mass balance 0.143 Mass bal. + pump | 0.0279 Mass bal. + pump
SSgras | 7.75 Massbal. + pump | 0.163 Mass bal. + pump | 0.0175 Mass bal. + pump
hras (8.65) (6.42) 1.27 Pump

The fault generation model as described in Chapter 3.1 was used to generate a data set
with unknown faults in the five sensors. A fault was detected in the (Q,.;; RAS flow
estimate at t,, = 5.03 d (Figures[17]and [I8). By analysing the detection functions for
each flow estimate it was concluded that it was only @),.;- that was affected by this first
fault, leading to the conclusion that the hy;, sensor was faulty. Later in the time series
there is a fault that was detected in all models at ¢, ~ 8 d (Figure [17). After analysing
the input data it was concluded the fault was a drift in the SSgr 5. Since the mass balance
model affect the median (reference RAS flow rate), this fault is detected from the pump
model as well as the mass balance model.
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Figure 17. The detection function g, with thresholds A shown for the three flow rate
estimates. The fault is detected as g, for the weir goes exceeds h. The y-axes are scaled
based on each methods residuals standard deviation.
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Figure 18. The two faulty sensors hy, and SSgras. The first fault is detected at ¢4, =
8.67d and the second fault was detected at ¢, ~ 16d

4 Discussion and conclusion

The CUSUM control chart was implemented and tested on three types of faults in five
different sensors. The generated sensor faults were drift, shift, and complete failure. Two
cases were investigated where (1) the pump model was assumed to give the true RAS flow
rate, and (2) where the median of all four estimates was assumed to give the true RAS
flow rate. The aim was to evaluate if it would be possible to detect faults in sensors based
on the residuals from the different RAS flow rate estimates.

The algorithm was successful in detecting faults in all of the five sensors used, but for
some of them the detection delay was quite long. Although not included in this study, it
is possible that the detection delay is smaller when using the flow rate estimates to detect
changes and faults instead of the sensor value itself. The faults in the sensors multiply
when used in the soft sensor, as is quite obvious when visually examining e.g. Figures
and |8| The shift was detected very fast in both cases (< 1 d for most sensors) even
though the residuals were only about 1-5% of the simulated true water level and S5,
concentration. The SSr4g measurement has less influence on the flow rate estimates
from the mass balance model than the SS;, sensor, which results in a longer detection
delay for faults in the SSSras sensor. One could decrease the detection delay by setting
a stricter threshold h. However, since the detection time was very short for faults in the
S Shio sensor, it might be unwise to do so as it possibly could give many false alarms. One
improvement could be to lower the threshold and at the same time formulate a criterion
that says either that the fault detector must detect a given number of consecutive faults
before sending an alarm, and possibly also that faults must be detected from more than
one flow rate estimate before the alarm.

The method allowed to visually determine, both from the CUSUM plots and the flow
rates, which sensor was failing when analysing data with unknown faults. Based on the
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conclusions drawn in Chapter 3.1.4 (Table |5) it might be possible to further develop the
fault detector so that it automatically can differentiate between type of fault and in which
sensor. The CUSUM method is suitable for univariate faults, i.e. to detect one fault in
one sensor at a time. To be able to differentiate between types of faults one would need to
make several comparisons at once, a different method than the CUSUM algorithm should
then be used. A machine learning method suitable for classification problems, like k-
Nearest Neighbour or a tree-based method, could be a good start.

Case 1, where the pump model was used as the reference RAS flow rate, had in general
longer detection delay than what was achieved in Case 2. In Case 2, the soft sensor mod-
els are compared to the median of the three model outputs, and thus, the reference RAS
flow rate is dependent on the model outputs. This can trigger alarms from several models
which in turn will make the fault detector faster, but at the same time makes it difficult
to isolate the faults. An alternative way to proceed could be to create an algorithm that
compares all flow rate estimates to each other and thereby not deciding which flow rate is
true and still being able to automatically determine which sensor is faulty. The algorithm
could be designed so that it detects faults in each set of residuals, compares the times of
fault detection (an interval would be needed), and make decisions based on which set or
sets of residuals are deviating.

An interesting extension would be to apply this method to detect faults in historic plant

data as a first step towards implementing it at a real plant. As discussed previously, it is
probably valuable to test other fault detection methods prior to such an extension.
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